MACHINE LEARNING | =PL

,-—-‘; l‘_.j ‘

o C @ C swissrobotic R 9 & & 9
SW l ss R 0 B OTl cs D AY + ORGANIZING COMMITTEE PREVIOUS EDITIONS v CONTACT

SWISS ROBOTICS DAY
2024

1st of November + Messe und Congress Center Basel
Messepl. 21, 4058 Basel

15 years at the forefront of the Swiss
robotics exhibitions & networking
scene

v Click for Details & Registration
Days Hours Minutes

ABOUT AGENDA SPEAKERS REGISTRATION SPONSORS

https://swissroboticsday.ch/




MACHINE LEARNING |

0 A

SWISS ROBOTICS DAY +

ABOUT

swissroboticsday.ch

ORGANIZING COMMITTEE

AGENDA SPEAKERS REGISTRATION

You can register to exhibit your project or simply attend as a participant.

PREVIOUS EDITIONS v

CONTACT

SPONSORS

This is your opportunity to also grab both a ticket and a membership for the soon-to-be-launched Swiss Robotics Association as an exclusively discounted bundle!

For SRD participants, we offer special prices on SBB train tickets for specific trains from designated locations.

Register as Participant Register as Exhibitor Swiss Robotics Association

The Swiss Robotics Association (SRA) will

establish itself at the forefront of robotics

You can register to exhibit your project or You can register to exhibit your project or

: innovation and education in Switzerland. As
simply attend as a participant.
For Swiss Robotics Day participants, we
offer special prices on SBB train tickets for

specific trains from designated locations,

simply attend as a participant,

For Swiss Robotics Day participants, we
offer special prices on SBB train tickets for
specific trains from designated locations.

a pivotal platform for professionals,
students, and enthusiasts, SRA strives to
advance the field of robotics through
comprehensive research, collaborative
projects and community-driven initiatives.

Leam more about SRA

Details & Registration Details & Registration

Discount for students on registration and train tickets

https://swissroboticsday.ch/

Get SBB train tickets

This year we offer more than just Swiss
Robotics Day tickets. We are offering special
rates and will handle the group trip
reservation with SBB.

Info & Purchase Herc 4R
~
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APPLIED MACHINE LEARNING

Independent Component Analysis (ICA)

Interactive Lecture
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Acces as GUEST and enter the session id: appliedm|2020

o C o © & B2 https//particpant tumingtechnologies.eu/an/joir

|
F TurningPoint

Hello Guest!

[ appliedm|2020 l

Join Session
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ICA: Formalism

N-dimensional observation vector x e R", N =3.

X was generated by a linear combination of N sources, s R".
X =As, mixing matrix A: N x N

ICA uncovers both A and s. s are called the independent components.


ICA-sound/source1.wav
ICA-sound/source4.wav
ICA-sound/source7.wav
ICA-sound/100100100mix1.wav
ICA-sound/100100100mix2.wav
ICA-sound/100100100mix3.wav
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N-dimensional observation vector x € R" and sources se R, N =3.

But at each time step of the recording, we obtain a new observation
of both mixtures and sources.

If we do T measurements, the total dimension of the dataset Is
XN T


ICA-sound/source1.wav
ICA-sound/source4.wav
ICA-sound/source7.wav
ICA-sound/100100100mix1.wav
ICA-sound/100100100mix2.wav
ICA-sound/100100100mix3.wav
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ICA: Application to Image Decomposition

~

R
!

Source 1: S1 Source 2: S2
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ICA: Application to Image Decomposition

Mixture 1: X1 Mixture 2: X2
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ICA: Application to Image Decomposition

Reconstructed source S1 Reconstructed source S2
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Mixed Signal
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s(t) = Ax(t)

o 10 20 a0 40 50 a0 70 a0 20 100

Mixed Signal
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Mixed Signal
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ICA: Limitations

Which of the following statements are true?

The independent components are unique. X

The components can be ordered according to their (statistical) importance. X
The amplitude of the independent components (vectors norm) is unknown. \/
The sign of the independent components (vectors) is unknown. \/

Oow>

55%

25%

13
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ICA: Finding mixing matrix - intuition

X=A-s, Aands?

s and A: known up to a scaling factor

14
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Estimated Sources

E T T T T T T T T T
A (] —
S.(t) MW\W
= 1|::1 2;:: 3::) 4Ic:1 5|:::| 51:1 '.-'ID E:D E:Cl 100
E | I I | I | | I
/N |:|_ i
S ()
= 1:13 2:3 3::: 4Iu:1 5.0 ela ?I::u a:u:u e:o 100
One of the original and estimated
source is inverted!
E I I 1 I I 1 1 I 1
1 (t) DW\/\/\/\
2 1|a .:_;::u 3|0 4|0 5:::1 Ela ?:D e:o e::: 100
2 I I | I I | | 1 |
82 (t) G_/\/M/
% 1|0 2::1 3|0 4'0 5::: EID ?::u e:cu e::z 100

Original Sources
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Solution after another ICA run [Tt B T

a 10 20 a0 40 50 BO T a0 a0 100
2 T T T T T T T T T
S (t) '
1
_5 1 1 1 1 1 1 1 1 1
4] 10 20 a0 40 50 BO T a0 20 100
2 T T T T T T T T T
A
S,(t) o —
2
-2 1 1 1 1 1 1 1 1 1
a 10 20 a0 40 50 ] 7O &0 20 100

0 i
_2 1 1 | 1 1 | | 1 |
Q 10 20 a0 40 =20 B0 70 a0 20 100
2 I I | I I | | I |
S2 (t) oF i
_2 1 1 | 1 1 | | 1 |
4] 10 20 a0 40 g0 B0 70 a0 a0 100

Original Sources
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ICA: Optimization

Which of the following statements are true?

ICA searches projections such that the distribution of the projected dataset is

A. closer to a Gauss distribution X
B. isstatistically independent \/
C. isuncorrelated /

54.55%

40.00%

17
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Statistical Independence and and uncorrelatedness

ﬁ

Independent ¢ Uncorrelated

P(X, % )=p(X)pP(X) = E{X,%}=E{X}E{X,]

Statistical independence ensures uncorrelatedness.
The converse is not true

18
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ICA Optimization: Assumptions

Which of the following statements are true?

A. The distribution of the observables (mixed variables) follows a Gauss
distribution.

The distribution of the sources follows a Gauss distribution. X
C. The dimension of the sources equals the dimension of the observables.\/

W

D. The distribution of the observables is centered and white. \/ . 39%
B: If it is known that number of sources is smaller, 20%

apply PCA on the observables and reduce

dimensionality to expected sources’dimension. 6-

19
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Why Gaussian distributions for sources are forbidden

A fundamental restriction in ICA is that

the independent components must be non-Gaussian.

Assume that the mixing matrix is orthogonal and the s; are Gaussian.
Then x, and x, are also Gaussian, uncorrelated, and of unit variance.
Their joint density is given by:

2
2,2
X +X2)

1

p(Xl,Xz)ZEe_(

The joint density is completely symmetric. Therefore, it does not contain any
information on the directions of the columns of the mixing matrix!

—> The mixing matrix cannot be estimated
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ICA: Preprocessing Steps — Summary

<&

L)

» Centering - Both the dataset and the sources (latent components) are zero
mean.

L)

<&

)

» Whitening - Find out projections that embed correlations through PCA.
Project onto PCA basis and scale data to unit variance. The dataset is now
uncorrelated; its variance is 1 along all dimensions.

L)

- Simplifies computation of the independent components (Kurtosis computation)
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|ICA: Hypotheses & ldentification of
Independent Components — Summary

4

+* Sources and data have the same dimension.

- The unknown mixing matrix is square. If this is not the case, use PCAto
reduce the dimension of the sources and by extension the ICA components.

% The sources are assumed to be statistically independent. They also must
follow a non-Gaussian distribution. If so, a measure of non-Gaussianity is an
indication that the sources are close to be statistically independent sources.

- Optimize non-Gaussianity measure for the distribution of the sources.

- Find the sources iteratively, one projection at a time.



MACHINE LEARNING | =PL

Kurtosis / Entropy Value for
Gauss Distributions

ICA uses either Kurtosis or Negentropy to find independent components. It uses the
fact that these two measures have explicit bounds for the equivalent Gauss distribution.

Kurtosis:

The kurtosis for the Gauss distribution has a closed-form expression and is equal to
3.0.

Note that, in this course, we follow computer vision standard and assign zero for the
kurtosis of the normal distribution by substracting 3.0 from the kurtosis.

Entropy:
The entropy of a Gauss distribution is larger than that of any other distribution.
Moreover, it has a closed-form solution, see exercise session.

Hence, ICA Maximizes Neg-Entropy!

23
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Real sources
pdf Is non-Gaussian

Sources S1, S2

Distribution Sources S1 Distribution Sources S2
2500 2500

2000 |- Kurtosis:-2.9889 2000 - Kurtosis:-2.9891

1500 1500
w w
a a
o a
1000 [ 1000
500 500
0 0
-50 0 50 100 150 200 250 300 350 0 50 100 150 200 250 300
Data Data

24
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Real sources
pdf Is non-Gaussian

Distribution Sources S1 Distribution Sources S2
2500 m 2500 - _
2000 - Kurtosis:-2.9889 2000 - Kurtosis:-2.9891
1500 - 1500 -
L [T
=) [a)
o o
1000 - I 1000 |
500 - 500
O | I O | |
-50 0 50 100 150 200 250 300 350 0 50 100 150 200 250 300
Data Data

25
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Pdf of Mixtures are closer to a Gauss distribution

Mixtures x1, x2

Distribution Mixture 1 X1

Kurtosis:0.62556

1400 - Kurtosis:-0.73725

26
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Pdf of Mixtures are closer to a Gauss distribution

Distribution Mixture 1 X1 Distribution Mixture 2 X2
2000 - 1600
1800 )
1400 - Kurtosis:0.62556
1600
1200
1400 - Kurtosis:-0.73725
1000
1200
1000 M M 800 |-
800 - il a
= 600 |
600 - i — i |
- i 400 | |
400 +
200
200 +
0 0 '
0 50 100 150 200 250 0 50 100 150 200 250 300

27
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